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1.  Robotic Art





I have been involved with robotics since 1992 working with L.P. Demers on many different interactive robotic installations on a creative and artistic level.1 We use robotics and multimedia to pursue our research on reactive environments and the embodiment of life in inert materials. Our goal is to present robotic machines not as virtuoso specialized automatons but rather as expressive animated works of art. We also explore the reformulation of sound and light applications by simulating organic and metabolic functions and by creating dynamic virtual architectures.


Since our very first project, Espace Vectoriel (eight robotic tubes moving freely, reacting to the viewers and projecting sound and light in a directional way - see Figure 1), and without any conscious intent, our creative work has evolved from abstract shapes (tubes, hemispheres, cubes) to more concrete structures (bodies with arms or legs). Even if our goal is not to imitate living creatures like animals or humans, our machines are initially conceived with metaphorical behaviors based on real life ethology.


Our latest piece, La Cour des Miracles, is both an attempt to express the profound human nature of the machinic realm as well as the profound machinic nature of humankind. By assuming the role of miserable characters, the machines are no longer simple animated objects but elevated to the rank of actors, i.e. agents of expression. In a world populated by these actors, social interactions of a different complexity become possible (between robots, between robots and viewers, and between the viewers themselves).


We consider the evolution of our work toward more biomorphic machines to be the result of an always greater need to impress viewers, especially on the sensory level. This evolution emerges both from our own will to communicate something and from the feedback we receive from the public. These artworks seem to generate more symbolic interpretations when their rendering reaches a less abstract condition.
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Figure 1. Espace Vectoriel’s robotic tube (© L.P. Demers - B. Vorn 1992).








2.  Artificial Life as Media





In parallel to my interest in robotic art, part of my academic life is devoted to the study of Artificial Life (AL) as a communication phenomenon. My current research project seeks to reveal the emergence of automatic processes in real-life and screen-based computer-mediated communications that are becoming a new vector for carrying information and meaning between people. This project will look at machine-mediated messages from both user’s and creator’s points of view, and through the individual and social behaviors engendered by the inner interactions. It is both a quantitative (statistical / topological) and qualitative (typological) approach to the study of message and communication automation.


I suggest that robotics (real and virtual) should be considered not only an industrial, scientific or even artistic medium (Kac 1997), but also as a media of communication. Even if they generally interact with the audience on a one-to-one basis, robotic agents can carry messages and informational content as efficiently as traditional mass media. Message automation turns hardware and software robots into communication agents, and the instantaneousness of digital information may soon rise to the critical level, creating mass mediation. For McLuhan (1968), automation brings true mass production, not in terms of quantity, but in terms of global instant binding.








3.  Artificial Life Survey





This section describes the methodology used in the current stage of the Artificial Life as Media research project.


One of the best ways to find out the effect of a media on its viewers (or users) is simply to ask them what they think, I therefore chose questionnaires as a tool for data acquisition. The use of questionnaires also allows me to collect a certain amount of quantifiable data on which to perform statistical analysis. The Artificial Life Survey is a series of questionnaires geared to the general public and to expert users who have some experience interacting with AL cybernetic organisms.


The project uses six different questionnaires, corresponding to six actualization categories related to Artificial Life: agents, bots, computer viruses, AL simulations, Tamagotchis and robots.  The choice of these categories is quite arbitrary (there is no universal classification) but they do cover the most common artifacts produced by AL. As this study is principally about interactive automatons, some categories (like cellular automatons and genetic algorithms) have been deliberately excluded. There is no simple and commonly-accepted definition of each category (for example, what is an agent?), so each respondent had to answer according to his or her own definition of that particular category.


While these questionnaires were intended both for the general public and for expert users, this approach has certain biases. Firstly, experts and specialists were far easier to reach as they tend to belong to well-identified electronic communities. Additionally, it is possible that some people from the general public might have failed to respond because they thought that these questionnaires were intended for experts and experienced users only.


Each questionnaire was composed of about forty questions. The questions had multiple choice or discrete value answers (on a scale of 1 to 10). Some questions were common to all the categories; others treated a specific category. The questionnaire was anonymous but there were some demographic questions (sex, age groups, level of education, etc.) to allow further classification and analysis. Rather than being printed and distributed by mail, the questionnaires were available on the Internet. Each questionnaire was an HTML page where users could reply using a radio button interface (a single choice was then required for each question). For geopolitical reasons, all questionnaires were written in both French and English versions.


The URLs of the questionnaires were published in most Internet search engines, related newsgroups, email discussion lists and electronic newsletters. Obviously, the survey was restricted to people with Internet access and to users with some interest in one of the predefined categories, but this constraint made more specific questions possible for each questionnaire. From November 26th, 1997, until March 1st, 1998, a total of 482 responses were received for all six categories. 38 questionnaires were discarded because they were left blank or incomplete. 10 questionnaires were discarded because of multiple replies and redundancy. 434 questionnaires were kept for analysis. Table 1 shows the distribution of respondents by category. More detailed results are available on the Internet.2
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Table 1. Distribution of respondents by category.








4.  Categories and Results





In order to find similarities or differences between artificial lifeforms, six categories were intuitively defined: agents, bots, computer viruses, AL simulations, robots and Tamagotchis. Some categories may overlap onto others; the categories should be considered as guidelines rather than boundaries. The results, still at an early stage of examination, are presented here for each category in narrative form and in tables.





4.1. Agents





Even if the term “agent” may be used to describe any AL creature (real or virtual) from robots to viruses, the questionnaire uses this term to refer to what is generally known as “autonomous intelligent mobile agents.” An agent is defined as software that assists people, acts on their behalf and solves problems like information overload (Gilbert 1995). An extensive overview of the most common definitions of this term can be found in Franklin and Graesser’s taxonomy (1996). Unfortunately, as agents are highly specialized and often experimental entities (many intelligent agents, like Telescript agents, exist only in relatively closed systems), very few people interact directly with them or even know they exist. Only 7% of all respondents were interested in this category.


Of these respondents, the majority have interacted with information gathering and processing agents (65%), mostly on the World Wide Web (58%). “Behavior” is the characteristic most frequently cited by respondents (42%) as typifying the agent they used or interacted with. “Autonomy” and “learning” were the most preferred agents’ properties, a preference expressed by respondents in the robots category as well. Table 2 shows a comparison between these two categories and users’ preferences for the nine properties proposed by Franklin and Graesser to subclassify agents.
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Table 2. Percentage of preference for agent and robot properties.





Speech recognition and understanding is the most important feature requiring improvement in the creation of better agents, as 52% of respondents chose that characteristic. Table 3 shows preference for the same feature in other categories.


Finally, 61% of respondents replied that agents have somehow changed the way they see the world and 74% believe that agents do carry (to some extent) an informational content (messages, ideas, cultural values, etc.).
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Table 3. Distribution of “speech recognition” as the most important feature to improve.





4.2. Bots





This category consists of most types of software robots (cancelbots, chatterbots, crashbots, eggdropbots, gamebots, floodbots, knowbots, mailbots, spambots, etc.) that do not fall into the autonomous intelligent mobile agents category. Bots are computer programs (like CGI scripts) which act as automatic functions or software automatons. They are not as mobile and autonomous as agents claim to be, but they do act on behalf of their creator and often bear some anthropomorphic characteristics. While some scientists and programmers concentrate their efforts on the technologies and rhetoric of agents in search of new ways to achieve problem solving and machine intelligence, others flood cyberspace with these virtual robots in a more intuitive way, concerned only with the bots’ actions and their effects on the users.


Although Leonard (1997) makes a distinction between agents and bots, claiming that agents do not require the accoutrements of personality (like human names, the ability to crack a bad joke, etc.), the current survey reveals that the percentage of respondents who consider the visual aspect of agents to be a formal representation (a person, an animal or a realistic drawing) is higher than it is for bots. Table 4 shows the importance of visual appearance for each category.


As we can see, computer viruses, agents and bots do not really express themselves through visual forms of appearance (abstract or representative). Compared to Tamagotchis and AL simulations which manifest themselves to a large extent through representation, they are still mostly perceived to be virtual and abstract as computer code.


Even though there is a wide variety of bots, knowbots (31%) and chatterbots (29%) are the most popular forms, and the World Wide Web is where they can usually be found (46%). Most people (59%) think that bots are the result of researches in Artificial Intelligence (as opposed to Robotics, AL or Cybernetics), and the majority (68%) think that bots are tools, rather than games, experiments or simple automatons.
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Table 4. Distribution of visual appearance by category.





Only 27% of respondents replied that bots have somehow changed the way they see the world but 54% believe that they do carry an informational content.





4.3. Computer Viruses





Computer viruses (viruses, trojan horses, worms, etc.) are in a different category because they are probably the most lifelike artificial lifeforms as well as the most harmful.  While a computer virus does bear all nine properties of a living organism stated by Farmer and Belin (1992)3, it may be shortly defined as “a piece of code with two characteristics: 1. At least a partially automated capability to reproduce.  2. A method of transfer which is dependent on its ability to attach itself to other computer entities (programs, disk sectors, data files, etc.) that move between these systems.” (Stubbs and Hoffman 1990)


According to 44% of respondents, the most common type of computer virus is the boot infector virus and diskettes are the most common infection vector (73%). 75% of respondents think that the virus metaphor is quite accurate to describe this kind of software. While 63% of people believe viruses to be rather harmful or very harmful, nearly as many (60%) think that they make computer systems and networks evolve. Of all the properties Farmer and Belin use to define a living organism, self-reproduction (46%) seems to be the most appropriate one to describe computer viruses.


48% of respondents replied that computer viruses have somehow changed their perception of the world and 54% believe that they do carry (to some extent) an informational content.





4.4. Artificial Life Simulations





This category includes closed systems and environments created to experiment with AL principles and to evolve artificial creatures and phenomena (SimCity, SimLife, SimEarth, Tierra, Technosphere, Creatures, etc.). Agents in AL simulations are software objects that interact with each other and respond to parameter changes induced by the user.  Even if these simulations often look like games or pastimes, 78% of respondents claimed that they are mostly tools, social or scientific experiments. 68% of respondents had the impression that the simulation was somehow behaving like a living system, but 73% found that it was unrealistic. 


54% of respondents stated that AL simulations have somehow changed their vision of the world. A strong percentage of respondents (74%) found that simulations carry an informational content such as ideas and cultural values. This can perhaps be explained by the means AL simulations use to represent reality: biomorphic visual elements (plants, animals, humans) and “natural” agent behavior (birth, evolution, death). Even if most of these programs show some profound Darwinism in their basic evolutionist concept, only 4% of respondents said that “Survival belongs to the strongest” was the message that describes them best. Among those proposed, the hidden message people preferred most (35% of respondents) was “The whole is greater than the sum of the parts.”





4.5. Robots





Robots are the tangible manifestation of AL in the real world as they bear most of its properties (except self-reproduction). For Levy (1992), real Artificial Life is robotics. Robots are not only a virtual model (a pattern in space and time) but also a dynamic and evolving phenomenon embodied in matter (Demers and Vorn 1995). All mechanical and physical robots are included in this category without any particular distinction (industrial and educational robots, theme park robots, competition robots, robotic installations and sculptures, etc.).


Even if robots are true descendants of the mechanical automatons of Vaucanson, Maillardet and the Jacquet-Droz family (Cohen 1968), they now have a different role to play than they had in the 18th century. Not surprisingly, 78% of respondents actually think that robots are mostly tools, rather than experiments, games or artworks.


According to 40% of the respondents, vision is the most important sensorial feature of a robot. This makes sense if we consider that 62% of respondents think that robots are living in the same world as we are and not in their own abstract world. Autonomy (27%) and learning (17%) are the most preferred properties of a robot.


Strangely, most people (38%) think that robots do not look like anything in particular (a human, an animal, or even an abstract shape).


63% of respondents replied that robots have somehow changed something in the way their perception of the world and 63% think that they do carry (to some extent) an informational content.





4.6. Tamagotchis





This category is not commensurate with the others because Tamagotchis are commercial products and sold as children’s toys. But Tamagotchis do hold our interest and can be considered as the first mass production of an AL creature and the first “mass-mediatization” of AL in the general public (40 million units of the original version were sold worldwide in 1997). In contrast to all other categories, the majority of Tamagotchi users are young people (56% under 25) and mostly females (58%, see Table 5).
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Table 5. Distribution of female respondents and respondents under 25.





48% of respondents think that Tamagotchis look like animals rather than like realistic or abstract drawings and 55% think that Tamagotchis are living in the same world with others of their kind. Maybe this is why 37% of respondents would like Tamagotchis to be able to communicate with each other, as a preferred feature to be added for a better toy.  Surprisingly, when asked about what they learned from owning a Tamagotchi, only 1% of respondents selected the Darwinian answer (“Survival belongs to the strongest”), compared to 26% who replied they did not learn anything at all.





Only 20% of respondents replied that Tamagotchis have somehow changed their perception of the world but 52% are thinking that they do carry (to some extent) an informational content.





4.7. Preliminary overall results





One of the most surprising results of this survey was a contradiction: despite a widespread perception that AL manifestations do carry an informational content (messages, ideas, cultural values), most people do not think that these productions qualify as media. In fact, 60% of all respondents think that some kind of content is conveyed even though 68% do not think that AL creatures are mediating vehicles of meaning (see Table 6).
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Table 6. Percentage of positive answers to “does carry content” vs. percentage of negative answers to “is a media”.





This contradiction may be due to the general perception of the mass media themselves. Television, film, radio and even the Internet are very different from automatons in terms of autonomy, temporality and relationship with the audience. If some softbots can behave like directional mass media (spambots, for example), most of them interact with users on an individual basis. However, individuality is still another impression caused by projection and anthropomorphism.


Finally, after preliminary analysis, the survey reveals another interesting point regarding users’ preferences. In a general manner, the term “behavior” was the most frequent answer to the “What struck you most in the current category?” question. Compared to other possible answers (function, look, personality, autonomy, nothing special, etc.), more than 37% of all respondents chose that specific feature (see Table 7).
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Table 7. Behavior as percentage of answers to the “What struck you most?” question.








5.  Behavior as an Ontological Framework





In the fields of traditional philosophy and metaphysics, the term “ontology” usually refers to the nature of being and the subject of existence. In Artificial Intelligence, knowledge sharing and software agent technology, an ontology is often defined as the “specification of a conceptualization” (Gruber 1993). An ontology describes how the world in which the agent lives is constructed, how this world is perceived by the agent and how the agent may act upon its world. Robotic ontology is generally defined by a formal description of the component parts and their individual role and behavior.


Behavior is a key word in automaton design and actualization. A certain level of realism may be achieved by the illusions induced by actions and reactions of the animats and the machines: the success of this dynamic form of computer-mediated communication may be measured by the effectiveness of the simulacrum. An effective simulation of the living is the result of different parameters acting as impression triggers (visual appearance, sound emission or physical movement, for example), but behavior may be seen as the most convincing one as it gives a strong impression of autonomy and self-consciousness. 


Uncertainty also plays an important role in the behavioral relation with the viewer. Animated metal parts in a robot or dots on a computer screen can be seen as being alive if they move and react in a non-repetitive and unforseeable way, giving a strong impression of self-decision and autonomy. AL creatures do not have to be necessarily figurative representations (anthropomorphic or zoomorphic) to be convincing, as long as they manifest autonomous behavior in the interaction process.








6.  Simulacra and Simulations





The strength of the AL simulacrum is emphasized by stimulating an unavoidable reflex of anthropomorphism and projection of one’s internal sensations onto the outside world. Suspending deliberately his disbelief, the viewer generally accepts this illusion as a natural thing, convinced mostly by changing movements in his visual and acoustic fields of perception and reactions engendered by his own actions. Transforming the viewer into a stimulus also transforms his immediate relationship with the animats and machines (Demers and Vorn 1998).


A good example of this phenomenon is our robotic installation La Cour des Miracles where robots are nothing but more or less abstract metal shapes. These machines have no skin, no head, no eyes and no ears. They have some articulated arms that do not bear any great resemblance to organic ones. Even though, here is a comment one viewer made after visiting the installation: 





“[...] Although I’m not really a robot lover, there was something about these metallic skeletal pieces, caught in cages, chained to walls, freakishly dismembered, screaming and writhing their agony that engaged me despite my prejudice. The work played at an edge of human-machine that, thanks especially to the sounds --whispering, howling, groan-like -- and to the pained distortions of the movements, evoked a disturbing border state that much of the cyborg-mania misses. These miraculous/ horrific, simple and strange machine freaks expressed and evoked an alienation from the smooth high tech control -desire of the computer world as well as suggesting the impossibility of escape.” 4





In this installation work, all behaviors (movements and expressions) were initially implanted with the idea of creating specific characters: the machines were built in such a way that they were perceived as being dysfunctional organisms, almost like monsters and freaks. They were intentionally designed to look like unusual and untamed creatures as they showed erratic and abnormal behaviors. For example, the “Convulsive Machine” (see Figure 2) emitted piercing sounds and shook its thin metallic structure with frequent but irregular spasms when viewers walked by. Movements were amplified by light beams and convulsions by metal springs. The resulting effect was a disturbing impression of helpless animality.


For Penny (1997), agents work only because they trigger associations in the user. This is true and undeniable as long as we do not reduce an agent to the single state of sign or symbol. Agents are obviously signs and symbols, but they are dynamic messages. They are signs that have the possibility to change their own value as they act, evolve and react to their environment. AL creatures and agents create signification when interacting with the user or among themselves. This is why social agents and artificial social systems manifest different meanings when we examine them from a local or global point of view.
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Figure 2. The Convulsive Machine (© L.P. Demers - B. Vorn 1997).





Until now, the existence of AL agents has been the result and expression of their internal program, a script or set of rules initially written by a human hand. Even in the most abstract cases, these programs carry the cultural memes of their authors; agents become the expression of their personal intentions. In a closed system like a computer simulation true and fully spontaneous emergence of an autonomous behavior is quite improbable as the basic rules are always predefined in an arbitrary way then refined according to one’s goal. In fact, there is always an idea of finality in the conceptual premises of an automaton. Even in the case of artificial social systems, social agents are created with specific features and parameters, and higher level emerging structures and behaviors are relatively foreseeable and unsurprising. For example, ant colony simulations are conceived to look and behave like real ant colonies, even if ant agents are still programmed individually on a lower level. Emergence is generally what we expect from these systems.
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7.  Truth, Trust, Believability and other Illusions





Automatons are still artifacts, as they do not reproduce, evolve and survive by themselves. They are phenotypes of our own memes, which do evolve. Artificial Life is the theater of a quest for the Double, it is an art of illusion that can be as convincing as other forms of representation such as cinematography. The semiotics of AL shows that most agents tend to mask themselves behind a biomorphic interface; they have names, visual features or behaviors that strongly suggest similarities with real living beings.


The illusion of intelligence is by no means necessary to the illusion of life, but the opposite is. For example, many chatterbots (like MegaHal5) show poor intelligence in conversation situations although they are lively and entertaining as interlocutors. Also, most of our robotic installations are programmed with behavior control software blocks that switch more or less randomly from one to another in a sort of wild subsumption structure (Brooks 1986) without any need for a complex intelligence algorithm. The result is still the illusion of living creatures; their intelligence level is mostly a matter of the viewer’s own subjectivity and projection.








8.  Conclusion





Agents, bots, computer viruses, Tamagotchis and robots, these are names for different cybernetic organisms that have at least one thing in common: they are basically vehicles of action (agents) and meaning (media) between human beings. As automatons, virtual characters, synthetic actors, intelligent agents and biomorphic robots are invading an ever-greater part of our technocultural life, it is instructive to discuss their implication as virtual links between people.


The preliminary results of the survey show that there is still some reluctance from the users to consider AL as a media, although most people agree that it does produce signification and meaning. 


But unlike traditional forms of expression such as film or theater, rigid scripts and stage plays have to be given up in favor of individual behavior design and uncertainty in the unfolding of events. In order for AL to attain recognition as an authentic means of communication, creating believable personalities for agents is an important goal that should combine the art of impressing human senses and the art of programming machinic behaviors.
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Future work





The present results are still in very raw form and more details will certainly emerge as further analysis is performed on the data from the questionnaires. Individual interviews with users may also unveil unexpected points of view on the interpretation of characteristics of AL agents (visual aspect, behavior, etc.). AL and its manifestations are continuously evolving. New surveys will probably be made, focusing on more particular categories and on more specific features of these categories. In this eventuality, creators and users should also be asked to fill out distinct questionnaires in order to clearly differentiate production from reception strategies.


As an artist working with robotics, my current work includes the creation of a multimedia performance staging a world populated exclusively by robot actors. This live project will present a machinic universe of automatons and cybernetic organisms expressing metaphoric behaviors, a surrealistic immersive environment where spectators are both visitors and intruders. Unlike our previous work, we do not intend to create a single exclusive installation, but rather a stage performance specifically defined in time and space and immediate in its relation to the public. This performance will be a symbolic expression of the trial of machines by men, as well as the trial of men by machines. It will act as a metaphorical and reflexive tribunal where identities intermix, where judges, jurors, victims and accused, take flesh in metal creatures born from our own conception of the world, of what is good and what is bad, of what is alive and what is not.
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1.	Demers, L.P. and B. Vorn, Robotic Art Infopage, www site on robotic and interactive installations, http://www.comm.uqam.ca/~vorn/chaos.html


2.	http://www.comm.uqam.ca/~vorn/questionnaire/ALIFEsurvey.html


3.	These properties are	- a pattern in spacetime


				- self-reproduction


				- information storage of a self-representation


				- metabolism


				- functional interactions with the environment


				- interdependence of the parts


				- stability under perturbations


				- the ability to evolve


				- the ability to grow


4.	Neumark, N., Broadcast on Arts Today, ABC Radio National (Australia), Oct. 16, 1997


5.	Hutchens, J., MegaHal, http://www. ciips.ee.uwa.edu.au/~hutch/hal/HAL/
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